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ABSTRACT

In music information retrieval (MIR), precise synchro-
nization of musical events is crucial for tasks like aligning
symbolic information with music recordings or transfer-
ring annotations between audio versions. To achieve high
temporal accuracy, synchronization approaches integrate
onset-related information extracted from music recordings
using either traditional signal processing techniques or ex-
ploiting symbolic representations obtained by data-driven
automated music transcription (AMT) approaches. In line
with this research direction, our paper introduces a high-
resolution synchronization approach that combines recent
AMT techniques with traditional synchronization meth-
ods. Rather than relying on the final symbolic AMT re-
sults, we show how to exploit raw onset and frame pre-
dictions obtained as intermediate outcomes from a state-
of-the-art AMT approach. Through extensive evaluations
conducted on piano recordings under varied acoustic con-
ditions across different transcription models, audio fea-
tures, and dynamic time warping variants, we illustrate the
advantages of our proposed method in both audio—audio
and audio—score synchronization tasks. Specifically, we
emphasize the effectiveness of our approach in aligning
historical piano recordings with poor audio quality. We
underscore how additional fine-tuning steps of the tran-
scription model on the target dataset enhance alignment
robustness, even in challenging acoustic environments.

1. INTRODUCTION AND RELATED WORK

Aligning different versions of a musical piece is a com-
mon task in music information retrieval (MIR). For ex-
ample, score—audio synchronization with the objective to
align score-based note information with time positions of
an audio recording is used in automatic score following
[1,2], score-informed audio decomposition techniques [3],
or the derivation of note labels for the training and evalua-
tion of automated music transcription (AMT) systems [4].
Aligning different audio recordings of the same musical
piece (audio—audio synchronization) enables applications
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Figure 1: Schematic overview of the proposed audio-
score synchronization pipeline using raw features from a
transcription model.

like track switching [5], cross-version analysis [6], auto-
mated accompaniment of instrumentalists using existing
backing tracks [7, 8], and the transfer of annotations from
one recording to another [9, 10].

Alignment pipelines based on dynamic time warping
(DTW) typically use chroma or onset features, or a com-
bination of both [11, 12]. While such features can easily
be obtained from symbolic score information, they need to
be estimated from audio recordings. Traditionally, many
alignment pipelines rely on features estimated with clas-
sical signal processing methods, e.g., using a constant-Q
transform [13] or a multirate filterbank [11, 14]. With the
advancements in deep learning (DL) techniques, several
systems for multi-pitch estimation (MPE) [15-20] as well
as learning-based methods for onset estimation [21-24]
have been introduced. Along with the creation of large
datasets of pairs of audio recordings and note labels such
as MAESTRO [25] or MusicNet [16], modern transcrip-
tion models precisely estimate note on- and offset, as well
as velocity and pedaling information [26-28].

In this work, we investigate the advantages of using
features estimated by AMT systems for audio—audio and
audio—score alignment tasks. We demonstrate how to
leverage intermediate predictions from transcription mod-
els for aligning audio recordings and symbolic represen-
tations, as illustrated in Figure 1. In particular, we inves-
tigate alignments within a carefully curated dataset of the
first movements of the 32 piano sonatas by Ludwig van
Beethoven, with all sonatas performed by eleven artists,
encompassing live performances, historic recordings with
low audio quality, performances on historic instruments,
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Figure 2: Chroma (left) and DLNCO (right) features for
Beethoven’s Appassionata (Op. 57-1) played by F. Dupree.
(a) FB_RAW. (b) T1_RAW. (¢) T1_SYM. (d) DK_SYM.

and modern studio-quality recordings. By analyzing the
alignment precision and robustness across different fea-
ture extractors and representations, synchronization algo-
rithms, and audio versions, we demonstrate that our ap-
proach allows for robust synchronization of real-world
data.

The outline of this paper is as follows. First, in Sec-
tion 2, we describe the synchronization pipeline and dis-
cuss its components, followed by an introduction to our
dataset of Beethoven’s piano sonatas in Section 3. Since
there are no reference alignments available for the audio
recordings in this real-world dataset, we rely on heuristics
for evaluation, see Section 4. In Section 5, we experimen-
tally show how using raw intermediate features from tran-
scription models increases the alignment stability, as com-
pared to using the final symbolic transcription results. Fur-
thermore, we give detailed insights into the peculiarities of
aligning datasets encompassing historic music recordings
and demonstrate how to adapt to such data. We conclude
in Section 6 with an outlook on future work.

2. SYNCHROZINATION PIPELINE

In this section, we provide an overview of the synchro-
nization pipeline. First, we describe the feature extractors
and types of feature representations, before we outline the
DTW-based alignment step. An overview of all elements
in the pipeline and their abbreviations is provided in Ta-
ble 1. Following the notation in [26], we distinguish be-
tween two types of features: frame features encode when
a note is active (in the piano case, this corresponds to the
time until a key is released, or until the sustain phase ends),
and onset features encode only the beginning of a note (in
the piano case when a key is pressed).

Feature Extraction Model

FB | Filterbank

T1 | Onsets and frames transcription model [4]
T2 | High-resolution transcription model [27]
DK | Disklavier

Feature Representation

RAW | Continuous pitch and onset probabilities
SYM | Thresholded and discretized pitches and onsets

Alignment Technique

O | Onset features using standard DTW
OF | Onset and frame features using MrMsDTW from [14]

Table 1: Overview of short notation for all components of
the processing chain.

2.1 Feature Extraction Model

Filterbank. Before the advent of today’s DL-based feature
extraction models, traditional signal processing techniques
were a common way to extract features from audio record-
ings. For example, the standard implementation of Sync
Toolbox [14] uses a multirate filterbank (FB) to estimate
frame-wise note activity and onsets.

Transcription Model. In recent years, AMT systems
based on DL have shown significant improvements in per-
formance [29]. One of the ground-breaking architectures
is the Onsets and Frames architecture by Hawthorne et
al. [26], which has separate prediction heads to estimate
onsets and frames. Maman et al. [4] proposed a strategy
to train a model based on the onsets and frames archi-
tecture on diverse and unaligned pairs of audio data and
musical scores. This has led to improved performance
on unseen datasets, generalizing across instrumentations,
acoustic conditions, and styles. In the following, we re-
fer to the transcription model from [4], trained on Music-
Net [16] with re-aligned labels, as T1. Kong et al. [27]
extend the onsets and frames architecture by additionally
modeling sustain pedal activity, therefore providing more
robust training in the presence of misaligned offset infor-
mation. We refer to the transcription system from [27],
trained on MAESTRO [25], as T2.!

Disklavier. Certain datasets such as MAESTRO [25]
include pairs of audio recordings and reference note in-
formation by having the pieces performed on a Disklavier.
We refer to features directly extracted from the symbolic
Disklavier track as DK, and use them as an upper bound
for the performance of an MPE feature extractor.

2.2 Feature Representation

Raw features. For each sequence of input audio, the fea-
ture extractors FB, T1, and T2 predict continuous pitch-
and frame-wise probabilities Pfame ponset ¢ [ 1)88xN
for frame activity and note onset, respectively. These fea-
ture matrices can be thought of as RAW features and are
commonly stored in a pianoroll-like representation for 88

pitches and N time frames (T1 and T2 additionally predict

! Note that we do not include transcription models that directly output
a tokenized sequence of MIDI messages (where we can not access raw
pitch probabilities), such as the MT3 model by Hawthorne et al. [30].



such probabilities for note velocity and offset). Figure 2a/b
illustrates RAW features for a piece from the ASAP dataset
[31], computed by the FB and T1 feature extractors .

Symbolic features. In AMT, the raw predictions for
frames, onsets, and offsets are fused and quantized in a
postprocessing step, yielding binary estimates about which
keys have been pressed. In particular, note sustain (frame
activity) is conditioned on a previously occurring note on-
set [26,27]. This postprocessing step outputs a sequence of
symbolic control messages for note onset and offset events,
with additional control messages for pedal information in
the case of T2. We denote these binary and symbolic-like
features as SYM features and, for usage in our synchro-
nization pipeline, store these in the form of two discretized
pianorolls Plame ponset ¢ {0, 1}88%N for frame activ-
ity and onset events, respectively. Note that in the case
of Disklavier (DK), no RAW features are available and thus
only SYM features are used. Figure 2c/d illustrates SYM
features for T1 and DK.

Comparison. In Figure 2 we qualitatively compare
RAW features from FB and T1 as well as SYM features from
T1 to the DK reference. While FB_RAW in Figure 2a shows
many false positive chroma events and misses many on-
sets compared to DK in Figure 2d, the chroma features of
T1_RAW in Figure 2b are relatively stable and onsets per-
fectly coincide with DK. Thresholding the RAW transcrip-
tion results to T1_SYM features (Figure 2c) yields varying
and often shortened note durations in the chroma repre-
sentation compared to DK, indicating possible instabilities
when using these features for computing an alignment.

2.3 Alignment Technique

We use two variants of DTW to compute the optimal align-
ment between two feature sequences.

Onset features. As a first approach and in line with
previous work [4,32], we use only onset features and con-
vert them to a twelve-dimensional pitch class representa-
tion. Using the Euclidean distance function, we compute
the cost matrix between the onset feature sequences of the
two versions to be aligned. We use standard DTW with
unit steps in the horizontal, vertical, and diagonal direction
with step weights (1.5, 1.5, 2) to compute the minimum
cost path between the two sequences [12]. We refer to this
approach, using only onset features, as O.

Onset and frame features. As a second alignment
variant, we choose a high-resolution approach [11] that
combines frame and onset features. Using frame features
yields robustness on the coarse temporal level, while on-
set features provide precision on the fine level by precisely
aligning note onsets [24]. In this approach, we again con-
vert frame and onset features into pitch class representa-
tions and additionally add a decay to the onset features. We
refer to [11] for a description of these decaying locally nor-
malized chroma onset (DLNCO) features. Next, we com-
pute separate cost matrices for frame features (using the
cosine distance) and for onset features (using the Euclidean
distance). Afterward, we add the two cost matrices for
frame and onset features and use DTW with step weights

D Performer Year  Duration
AS35  Artur Schnabel 1935 03:33:35
FG58  Friedrich Gulda 1958  03:34:00
FJ62  Fritz Jank 1962  03:41:26
WK64  Wilhelm Kempff 1964 03:45:31
FG67  Friedrich Gulda 1967 03:25:02
VA81 Vladimir Ashkenazy 1981 03:46:27
DB84  Daniel Barenboim 1984  03:58:37
JJ90 Jeno Jando 1990 03:39:14
AB96  Alfred Brendel 1996  03:52:28
MB97 Malcolm Bilsonetal. 1997 03:46:08
MC22  Muriel Chemin 2022 04:05:11

Total 41:07:45

Table 2: Overview of audio versions in the BPSD. The
versions with identifiers AS35, FG58, FJ62, and WK64
are in the public domain and are freely accessible within
the BPSD. Durations given in hh:mm:ss.

(1.5, 1.5, 2) to compute the optimum alignment path on the
combined cost matrix. We refer to [14, 33] for an efficient
multi-resolution and multi-scale implementation of DTW.
We denote the described approach, using a combination of
onset and frame features, as OF. Note that we do not con-
sider using only frame features (commonly called chroma
features), as previous work has shown a lack of precision
in this case. For example, Ewert et al. observe a 100 % in-
crease of the alignment error when using frame features
instead of combined frame and onset features for the case
of piano music, where onsets are clearly defined [11].

3. DATASETS

In our experiments, we consider the case of piano mu-
sic, as there are large-scale datasets available [25,31, 34],
note onsets are well-defined, reference note information
can be obtained from performances on a Disklavier, and
many transcription models are primarily trained on piano
music [26,27]. To this end, we evaluate alignment ac-
curacy not only in acoustically controlled scenarios such
as MAESTRO. Instead, we consider a much more chal-
lenging scenario using real-world piano recordings under
complex acoustic conditions, which we find in a dataset
of Beethoven’s piano sonatas [35]. The 32 piano sonatas
by Ludwig van Beethoven are recognized as pivotal works
in Western classical music and hold a significant place in
cultural history. Being one of the most performed and
recorded corpus of classical music, alignments between a
multitude of different versions can be studied.

3.1 Beethoven Piano Sonata Dataset

As a main evaluation corpus, we choose the Beethoven Pi-
ano Sonata Dataset (BPSD) [35], which comprises eleven
complete audio recordings of the first movements of all 32
piano sonatas, along with sheet music in machine-readable
format. An aspect of central importance is the coherent
structure of the dataset: all audio versions and the sym-
bolic sheet music share the same musical timeline, which
was enforced by manually editing the score and audio ver-
sions. Thus, there is no incoherence due to, e.g., additional



or missing repetitions. The BPSD includes over 41 h of au-
dio recorded under various acoustic conditions, being far
more diverse than common piano datasets [25, 34]. For
example, MAESTRO was entirely performed on Yamaha
Disklaviers, and training on MAESTRO does not provide
good generalization on other datasets [4,32,36]. In con-
trast, the BPSD comprises modern studio recordings in
high audio quality, vintage recordings published on vinyl,
including pitch drift due to wobbling of the vinyl records,
performances on historical instruments such as the fortepi-
ano, and significant deviations from today’s standard tun-
ing frequency of 440 Hz (A4). Measure positions were an-
notated manually for all 32 sonatas recorded by Wilhelm
Kempff in 1964 (WK64). An overview of the eleven audio
versions in the BPSD is provided in Table 2.

3.2 ASAP

To be able to use reference note information from
Disklavier recordings in our experiments, we additionally
leverage the ASAP dataset [31].To achieve consistency
across all experiments, we identify the performances of
the first movements of Beethoven’s piano sonatas in ASAP
which share the same structure as recordings in the BPSD.
This subset consists of 13 individual recordings with a total
length of 103 min.

4. QUANTIFYING SYNCHRONIZATION
ACCURACY

In this section, we describe the heuristics used to assess
the accuracy of our score—audio and audio—audio synchro-
nization pipelines. We refer to [37] for a detailed discus-
sion about the analysis of synchronization accuracy with-
out ground-truth annotations.

4.1 Notation

We first introduce some notation for aligning time points
between two different versions V) and V, of a piece.
We assume that these versions have continuous time axes
[0,T4] and [0,T%], which can either be in physical time
(for audio recordings, in seconds) or in musical time (for
score-related data, in measures). From the alignment algo-
rithms described in Section 2.3, we obtain a monotonous
mapping function M"1 V2 1 [0, T}] — [0, T3] to transfer
time instants from the timeline of one version to the other.
Note that even though the alignment result obtained from
DTW maps discrete time axes, our assumption of having
continuous time axes can be obtained by using suitable in-
terpolation techniques, see [37].

4.2 BPSD: Measure Transfer

In the following, we consider three versions: V; = S be-
ing a score, and V5, = A; and V3 = A, being different
audio versions of the same piece. We choose Aj to be
the recordings by Wilhelm Kempff (WK64), for which we
have access to manually annotated measure positions t 4,,.
Using audio—audio synchronization, we obtain a mapping
MA2741 1o transfer these measure positions to the first

S
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Figure 3: Schematic illustration of (a) measure transfer
and (b) note onset transfer heuristics.

audio version A;. Similarly, we transfer measure posi-
tions tg obtained from the score S to the first audio A,
using a mapping M 741, In a last step, as illustrated in
Figure 3a, we calculate the absolute error of the measure
positions transferred from S and As:

€= |MF7 A (tg) — MA A ()] 1)

4.3 ASAP: Note Onset Transfer

In order to evaluate score—audio synchronization on the
ASAP dataset, we can not resort to the heuristic described
in Section 4.2, as there are no reliable manual measure an-
notations available. Therefore, we use an approach that
transfers note onsets, illustrated in Figure 3b, to assess the
synchronization accuracy.

First, we obtain audio features for two different audio
recordings A;, As of the same piece, as well as features
for the score S. For each version, we perform score—audio
synchronization to obtain alignment functions M54
and MS~42 from musical to physical time. Using these
mapping functions, we map note event onsets tg in musi-
cal time from the score to the physical time of the audio
recordings. In a second step, we transfer the aligned onset
positions from the first to the second audio using audio—
audio synchronization via the mapping function M41 742
and compute the absolute error

€ — |MS%A2 (tS) _ MA;[‘)AQ (MSﬁAl (tS))| )

between these transferred time points and the ones ob-
tained from score—audio synchronization.

In both heuristics, we assume that the synchronization
accuracy is high if the time instances transferred via two
different branches have small deviations. Note that this is
only a necessary and not a sufficient condition for align-
ment quality; nevertheless, this metric gives a good indica-
tor of the alignment performance (see also [37]).

5. EVALUATION

While our main focus is on the BPSD due to its realism and
diversity, we first analyze synchronization accuracy on the
ASAP dataset in order to compare features estimated from
audio recordings to those derived from the Disklavier ref-
erence. In the next step, we evaluate the alignment perfor-
mance on the BPSD across all audio versions. Finally, we



Feature | Mean | Median | Conf. 90 | Conf. 95
T1_SYM O 89 0 281 467
T1_SYM_OF 66 12 153 293
T1_RAW_OF 29 8 64 146
T2_SYM_O 31 0 102 192
T2_SYM_OF 22 2 49 111
T2_RAW_OF 21 7 43 99
DK_SYM_O 37 0 130 216
DK_SYM_OF 25 2 57 123
FB_RAW OF | 64 | 20 | 146 | 268

Table 3: ASAP: Absolute error in milliseconds for note
onset transfer heuristic.

conduct a detailed analysis of the performance on individ-
ual versions, identify problematic recordings, and illustrate
how to improve alignment robustness by adapting a tran-
scription model to the target data.

5.1 ASAP: Estimated Features vs. Reference Notes

First, we evaluate synchronization accuracy on the ASAP
dataset using our note onset transfer approach described in
Section 4.3. For each pair of audio files, we calculate the
mean, median, 90 and 95 percentiles of the absolute align-
ment error in ms, and report averaged results in Table 3.

Analyzing the median absolute error, which we con-
sider an indicator for the achievable accuracy under av-
erage conditions, we find perfect alignments (¢ = 0 ms)
for at least 50 % of all note onsets when using only sym-
bolic onset features (SYM_O) for the transcription models
T1 and T2, as well as the Disklavier DK. To assess the
methods’ robustness and the severeness of outliers, we next
investigate the 95 % quantiles of the absolute alignment er-
ror. Using only symbolic onset features and standard DTW
(SYM_O) yields the highest errors for all T1 (467 ms), T2
(192 ms), and DK (216 ms) variants, indicating a lack of
robustness despite excellent median accuracy.

In the next step, we jointly use the frame and onset in-
formation from the symbolic features (SYM_OF) and ob-
serve a slight rise in the median error to 12 ms for T1, and
to 2ms for T2 and DK, respectively. While this indicates
that the best achievable precision slightly deteriorates, we
monitor a significant reduction of the 90 % and 95 % con-
fidence intervals by approximately 50 % for all SYM_OF
variants, indicating a vastly improved robustness towards
outliers when combining frame and onset features in the
computation of the alignment.

Lastly, we directly use the intermediate predictions for
frames and onsets (RAW_OF) in our alignment pipeline.
While the median absolute error is comparable to the one
based on symbolic features, we again observe a significant
decrease in the 90 % and 95 % confidence intervals. Using
RAW_OF features in the T2 transcriber yields the lowest
mean (21 ms) and confidence intervals (43 and 99 ms),
even outperforming the usage of reference note informa-

Feature | Mean | Median | Conf. 90 | Conf. 95
T1_SYM O 66 17 115 234
T1_SYM OF 52 20 102 160
T1_RAW_OF 41 12 70 121
T2_SYM_O 109 20 272 466
T2_SYM_OF 56 14 138 251
T2_RAW_OF 47 15 97 207
FB_RAW_OF | 44 | 20 | 70 | 128

Table 4: BPSD: Absolute error in milliseconds for mea-
sure transfer heuristic.

tion obtained from the Disklavier.> We illustrate this find-
ing with the intuitive example of a chord where notes are
not played simultaneously, either due to a playing mistake
or as a stylistic element, leading to a deviation of symbolic
and actually performed note order. While the DK features
strictly assign each note onset to one particular time frame
and thus cause alignment instabilities in the given example,
the continuous RAW predictions can smoothly cover neigh-
boring time frames and thus allow for a robust alignment.

5.2 BPSD: General Performance

Next, we analyze the overall matching of score—audio
and audio—audio synchronization on the more realistic and
more diverse BPSD by using the measure-transfer heuris-
tic as described in Section 4.2. In Table 4, we again re-
port the mean, median, 90 and 95 % confidence intervals
for the absolute error between measure positions obtained
from score—audio and audio—audio transfer.

Analyzing the median absolute error in Table 4, all fea-
tures yield a precision between approximately 12 ms and
20 ms, without a clear tendency towards one particular
method. However, it is the robustness (measured by the
90 % and 95 % confidence intervals) where we find a clear
trend: using only onsets from symbolic features (SYM_O)
yields large alignment outliers, with the 95 % confidence
interval of the absolute error being 234 ms for T1 and even
466 ms for T2. Using additional frame features (SYM_OF)
lowers the 95 % confidence interval to 160 ms and 251 ms,
respectively. In line with our observations on the ASAP
dataset, using intermediate transcription results (RAW_OF')
further reduces the mean as well as the confidence inter-
vals for both transcription models. The T1 transcriber,
which was trained on audio from the acoustically diverse
MusicNet [16] dataset, exhibits significantly lower errors
than T2 (121 ms vs. 207 ms for the 95 % conf. interval),
which was trained only on MAESTRO. While using fil-
terbank features (FB) resulted in relatively high errors on
ASAP, on the BPSD we observe metrics that are similar
to those of the T1 transcriber, and considerably better than
those of the T2 model. This indicates a lack of robustness
of the DL-based transcription models on the diverse acous-
tic conditions of the BPSD, which we will investigate and
mitigate in the following section.

2 We note that the T2 model was trained on MAESTRO [25], which
is the basis of ASAP [31]. Therefore, a separation for train and test data
is not guaranteed for T2 in the experiments on ASAP. However, the DK
features nevertheless are the upper limit of the achievable transcription
accuracy.



5.3 BPSD: Detailed Analysis and Finetuning

To further investigate why the alignment pipelines using
transcription features (T1,T2) do not yield significantly
better results on the BPSD than those features using the
filterbank baseline (FB), we further break down the inves-
tigation to the BPSD’s individual audio versions. Tran-
scription models (and DL systems in general) are known
to exhibit a degraded performance when there is a domain
shift between the test data and the training data [32, 36].
Such effects can be caused by poor audio quality in gen-
eral, or, for music data, by a difference in timbre or tuning.

Identifying problematic versions. We restrict our
analysis to raw frame and onset features (RAW_OF) from
the filterbank (FB) and the T1 transcriber, as these showed
the overall most robust results on the complete BPSD (see
Section 5.2) and illustrate the median and 95 % confidence
intervals for all audio versions of the BPSD in Table 5.
Analyzing the 95 % confidence values for T1_RAW_OF in
Table 5, we identify two problematic versions, namely the
1958 recordings by Friedrich Gulda (FG58) with 788 ms
and the 1997 recordings by Malcolm Bilson et al. (MB97)
with 146 ms. By inspection of the recorded pieces, we find
two different reasons for the alignment instabilities.

Musical and acoustic reasons for instabilities.
Friedrich Gulda recorded his first cycle of Beethoven’s Pi-
ano Sonatas (FG58) over a relatively long time span be-
tween 1950 and 1958, playing different pianos in differ-
ent environments. Among the FG58 recordings, we iden-
tify Sonata No. 26 (“Les adieux”) and No. 29 (“Ham-
merklavier”) as especially problematic, showing large dif-
ferences in tuning, along with high background noise.

The pianist Malcolm Bilson (MB97) is committed to
historically informed performance practice. His interpreta-
tions on historical instruments introduce a novel approach
to performance in an era predominantly defined by the use
of modern instruments. Malcolm Bilson and colleagues
recorded their 1997 cycle of Beethoven’s Piano Sonatas
on nine fortepianos, including original historical instru-
ments. Compared to modern pianos, the overall sound of
fortepianos is significantly different, due to different me-
chanics, strings, and resonance bodies. Furthermore, the
timbre varies across registers, e.g., bass notes sound funda-
mentally different compared to high-octave notes, and the
reference pitch deviates from today’s standard of 440 Hz
(A4). In summary, these deviations in timbre, tuning, and
recording noise lead to a so-called “domain shift”, i.e., the
FG58 and MB97 recordings are not close enough to the
transcriber’s training data. As a result, the model’s predic-
tions are highly unstable and do often not correspond to the
actually played notes.

Fine-tuning the transcriber. Despite the aforemen-
tioned issues, our goal is to obtain highly accurate align-
ments on the BPSD. Therefore, we choose to adapt the T1
transcriber to the BPSD’s audio versions by fine-tuning the
model on the target data itself. Note that this is a valid pro-
cedure for the purpose of this study, as we do not evaluate
the transcription accuracy itself, and we only use unaligned
pairs of audio and score data for finetuning (see [4] for a

FB_RAW_OF T1_RAW_OF T3_RAW_OF

Version | med. | ¢f95. | med. | cf. 95 | med. | cf. 95
AB96 19 132 11 58 12 58
AS35 20 157 11 62 12 76

DB84 20 149 12 71 14 93

FGs8 | 19| 137 27| 78| 12| 80
Fee7 | 20| 138 | 10| 49| 11| 59
Fge2 | 22| 185| 11| 8| 13| 84

J3o0 | 17| 102 10| 56| 12| 56
207 | 12| 46| 12| 103

MC22 22 178 13 80 14 89
VA81 19 143 11 61 12 69
WK64 16 99 10 49 11 45

MB97

N
(95}

average

20 128 12| 121] 12| 62

Table 5: Median and 95 % confidence interval of the abso-
lute synchronization error for individual performances in
the BPSD. All experiments use raw frame and onset fea-
tures (RAW_OF). Values are given in milliseconds.

detailed description of the training process using unaligned
pairs of audio and score data). Therefore, we do not overfit
the model towards a reference alignment. We denote the
fine-tuned transcriber as T 3.

Results with fine-tuned transcriber. After fine-tuning
on the BPSD, the T3 model significantly improves the
95 % confidence interval for the two problematic versions
FG58 and MB97 from 788 ms to 80 ms and from 146 ms to
103 ms, respectively. For all other audio versions, the me-
dian absolute error and the 95 % confidence interval of the
fine-tuned transcriber T3 remain in a similar range as the
original model T1. We note that the averaged 95 % con-
fidence interval of 62 ms for the fine-tuned transcriber T3
is in the range of the typical tolerance in beat-tracking ap-
plications (70 ms), making the proposed synchronization
approach with raw features even useful for the creation of
datasets with high demands regarding timing.

6. CONCLUSION AND OUTLOOK

In this paper, we analyzed audio synchronization using raw
features from transcription models. By conducting quan-
titative analysis on two different datasets of piano music,
we show that the amount of alignment outliers is vastly re-
duced when using raw instead of symbolic features. We
put a particular emphasis on the analysis of synchroniza-
tion robustness of real-world audio recordings including
historic instruments and recordings of low quality, and
outline which acoustic conditions lead to alignment mis-
match. By fine-tuning a transcription model on the target
dataset and using the predicted raw features, we achieve
synchronization accuracy that enables usage of the datasets
even in time-critical applications such as beat tracking. As
the raw features are computed anyway when using tran-
scription models, we propose to use these raw features by
default in synchronization pipelines. While raw features
from transcription models yield excellent synchronization
robustness for piano music, a yet unanswered question that
we plan to address in future work is the performance in
other genres, e.g., vocal or orchestral music.
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