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ABSTRACT

Creating orchestral accompaniments for solo piano perfor-
mances of concertos is challenging, especially when aim-
ing for a system that adapts to the pianist’s tempo and dy-
namics. In this work, we present a semi-automatic offline
approach using source separation, alignment, and time-
scale modification techniques to generate orchestral ac-
companiments from public-domain recordings. Our ap-
proach separates the orchestral part, aligns it with a new
solo-piano performance played by the user, and adjusts
the tempo and dynamics to match the user’s interpreta-
tion. While some processes are automated, significant
manual adjustments are needed for temporal alignment and
sound production. Our results demonstrate the feasibil-
ity of this method while highlighting the need for fur-
ther automation. We have made the multi-track record-
ings of the created mixes publicly available for research
purposes athttps://www.audiolabs—-erlangen.
de/resources/MIR/PCD_AudioLabs.

1. INTRODUCTION

Building real-time computer accompaniment systems that
can analyze and synchronize with a performer’s tempo
and dynamics has long been a dream and a complex chal-
lenge in music technology and music information retrieval
(MIR) [1-4]. Unlike pre-recorded backing tracks, such as
those offered by music publishers, ! an automated accom-
paniment system aims to interactively follow and adapt to
a performer’s interpretation. In an ideal scenario, it would
replicate the real-time acoustic and visual interaction be-
tween musicians, ensuring synchronization and cohesion,
similar to the communication between soloist and orches-
tra during a live performance [5, 6].

This paper presents a semi-automatic offline approach
to creating orchestral accompaniments for piano concertos,
a significant genre in Western classical music. Given that
only elite pianists typically have the opportunity to per-
form with orchestras, there is a need for accessible orches-

'e.g., Music Minus One, https://www.halleonard.com/
series/MMONE
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Figure 1. Processing steps for creating a piano concerto
accompaniment.

tral accompaniments for pianists of all levels. Using music
source separation (MSS) techniques, we extract orchestral
tracks from public-domain recordings of piano concertos
and align them with new solo piano performances. While
aiming for a fully adaptive system, our semi-automatic ap-
proach falls somewhere between static play-along tracks
and real-time interactive accompaniment. In Section 2, we
describe the pipeline of our offline approach and then dis-
cuss experiments in Section 3. We applied this method
to two movements of famous piano concertos and made
the multi-track recordings publicly available for further re-
search and development. 2

2. PROCESSING STEP

For a lonely solo pianist performing the piano part of a
concerto, our vision is to create an orchestral accompani-
ment that automatically adapts to the pianist’s interpreta-
tion. In this work, similar to [7, 8], we experiment with
a semi-automatic offline approach, utilizing computational

nttps://www.audiolabs—erlangen.de/resources/
MIR/PCD_AudioLabs
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tools from signal processing and machine learning. The
main steps of our approach, illustrated in Figure 1, can be
summarized as follows:

1. Pianist’s Performance: The pianist freely performs
and records a piano track (possibly with multiple takes
and subsequent editing), creating a personal interpreta-
tion (referred to as P).

2. Source Separation: We select an existing recording
of a piano concerto and apply source separation tech-
niques [9] to decompose the recording into a piano track
(referred to as SP) and an orchestral track (referred to
as SO). Note that in our scenario, only SO is used.

3. Temporal Alignment: The separated orchestral track
SO is then temporally aligned with the pianist’s record-
ing P using alignment [10, 11] and beat-tracking tech-
niques [12].

4. Time-Scale Modification: Based on the alignment, we
apply time-scale modification techniques to warp the
SO track, resulting in ASO, which temporally synchro-
nizes with the P track [13, 14].

5. Dynamic Adjustment and Mixing: Finally, we adjust
the dynamics of the ASO track and mix it with the P
track, creating an orchestral accompaniment tailored to
the pianist’s interpretation.

It is important to note that while some of these steps can
be assisted by automated methods, much of the process
required careful manual fine-tuning to achieve musically
and acoustically acceptable results. We will further explore
these issues in the subsequent section.

3. EXPERIMENTS

In our experiments, we considered two movements from
famous piano concertos, with the piano tracks performed
by two non-professional pianists (both co-authors of
this work), and the orchestral tracks derived through
source separation from older, public-domain piano con-
certo recordings. Specifically, we used the following data
(see also our website):

e Beethoven Piano Concerto No. 1 in C Major, Op. 15,
first movement. Original mix recordings (1958): Sym-
phony of the Air Orchestra conducted by Josef Krips
with pianist Arthur Rubinstein. Lonely pianist (user):
Meinard Miiller.

e Mozart Piano Concerto No.20 in D Minor, KV 466,
first movement. Original mix recordings (1960): Or-
chestre des Concerts Lamoureux conducted by Igor
Markevitch with pianist Clara Haskil. Lonely pianist
(user): Yigitcan Ozer.

The solo piano recordings were created following the
conventions of a traditional classical music production,
where the lonely pianists freely performed the piano parts
in several takes. In a post-processing step, the best seg-
ments were then combined into a coherent single perfor-
mance, balancing technical and musical aspects during the

editing. This recording process was completely indepen-
dent of any orchestral accompaniment and was primar-
ily coordinated by Simon Schwir, the sound engineer in
charge. The resulting performance (P) served as the in-
put to the overall processing pipeline as described above.
However, several manual interventions were required to
optimize the final mix, as detailed in the following:

e The quality of source separation heavily depends on the
selected pieces, recordings, and MSS approaches [15].
By experimenting with several MSS methods,? we
achieved comparatively good separation quality in the
two mix recordings used in this paper. Furthermore, in
these cases, separation artifacts were often masked in
the final mix. Additionally, we applied source separa-
tion only where the orchestra and piano played together,
using the original mix for orchestra-only sections and
muting the orchestra during solo piano passages.

e Good temporal alignment between the orchestra and pi-
ano is crucial for the final musical quality of the gener-
ated mix. Starting with a measure-wise alignment, we
refined this by setting anchor points at musically and
rhythmically critical time points, aiming to strike a bal-
ance between precision and natural tempo fluctuations.
The process of fine-tuning the timing between critical
onsets in both P and ASO was iterated through careful
listening and further corrections in the mixing stage.

e Finally, we created a mix from P and ASO in a digital
audio workstation. At this stage, we applied dynamic
range compression to ASO and manually adjusted the
relative levels for cohesive dynamics. Furthermore, we
carefully applied artificial reverb to match the spatial
impression of P and ASO.

The music recordings on our website result from a com-
bination of recent automated methods and manual refine-
ments using traditional audio production techniques. Ob-
viously, any musical issues in the piano parts are due to the
limitations of the non-professional pianists.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a semi-automatic offline ap-
proach for creating orchestral accompaniments for solo pi-
anists performing a piano concerto. We have made all data,
including multitrack recordings of the final mixes, publicly
available, hoping this constitutes a valuable resource for
various MIR tasks, including source separation and per-
formance analysis. Achieving the desired quality required
significant manual tweaking. Future work could focus on
further automating the process by refining alignment and
synchronization, improving dynamic adjustments, acous-
tic coherence between tracks (see, e.g., [16]), and enhanc-
ing the overall mix quality. Increased automation could
reduce the time and effort needed to produce high-quality
accompaniments, making this technology more accessible
to a broader range of users, from students to professional
musicians.

3 In our experiments, AudioShake (https://www.audioshake.
ai/) turned out to be the best model for our purposes.
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