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ABSTRACT

Wind instruments enable highly expressive performances
through playing techniques such as vibrato, slurs, and
growl. In this demo, we introduce PULSE-IT, a
lightweight synthesis method that combines simple signal
processing components with data-driven control signals.
Based on a pulsetable oscillator and time-variant filtering,
PULSE-IT supports both re-synthesis and cross-synthesis
(timbre transfer) of expressive wind instrument playing at
low computational cost. Despite its simplicity, the method
yields convincing results and provides a practical alterna-
tive to more complex neural approaches. Audio examples
and interactive visualizations are available at our accom-
panying website 1 .

1. INTRODUCTION AND RELATED WORK

Synthesizing expressive wind instrument performances re-
mains a challenging task due to the continuous, nuanced
control wind instrument players exert over pitch, dynam-
ics, and timbre. In recent years, large neural models have
achieved breakthrough results in the synthesis of music
signals from textual descriptions [1], symbolic music rep-
resentations [2, 3], or audio feature sequences [4, 5]. How-
ever, these neural audio synthesis models are often heavy
in terms of computational cost and required training data.

In contrast, interpretable and efficient alternatives are
found in traditional methods such as sample-concatenative
synthesis [6] and physical modeling [7–10]. While these
are frequently dismissed as insufficiently expressive, com-
mercial products like SampleModeling 2 , AudioModel-
ing 3 , and AcousticSamples 4 demonstrate that meticu-

1 https://www.audiolabs-erlangen.de/resources/
MIR/2025_DittmarZBSM_WindInstrumentSynth_
ISMIR-LBD

2 https://www.samplemodeling.com
3 https://audiomodeling.com/swam-engine
4 https://www.acousticsamples.net
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lously engineered instrument models and control schemes
can yield musically convincing results. Although techni-
cal details behind these tools are usually proprietary, the
wind instrument models published by Joel Blanco Berg 5

are open patches whose inner workings can be reproduced.
Our late-breaking demo revisits a lineage of pulse-

based synthesis techniques [11–13] and combines them
with ideas from early data-driven approaches [14–17]. In
particular, we focus on pulse forming synthesis [13], as
used in the electronic wind instruments Martinetta 6 and
Variophon 7 . In our variant of pulse forming, we use ar-
rays of single-period pulses that carry the spectral envelope
of wind instruments played at different pitches (henceforth
called pulsetable oscillator). Drawing inspiration from
the simplicity of analog synthesis [7], we implement a
lightweight and modular DSP pipeline whose core compo-
nents are driven by control signals derived from symbolic
inputs or real-world instrument recordings.

Our contributions are: First, a lightweight synthesis
pipeline feeding a pulsetable oscillator through a time-
variant low-pass filter. Second, a demonstration how
to realize expressive playing techniques such as vibrato,
growl, and slurs via micro-modulations. Third, a proof-of-
concept for cross-synthesis (timbre transfer) of real instru-
ment recordings without any neural training procedures.

2. METHOD

2.1 Overview

As depicted in Fig. 1, the PULSE-IT system consists
of four main blocks: (1) Control signal generators, (2)
Pulsetable oscillator, (3) Time-variant low-pass filter, and
(4) Reverb post-processing. Essential to our method is
the pulsetable oscillator that generates a monophonic pulse
train. Besides the target instrument selection, its only pa-
rameter is the fundamental frequency (F0), reciprocal to
the spacing between the pulses (period duration T0). The
main idea is that single-period pulses (see Fig. 2) for each
chromatic note playable on the target instrument are stored
in the pulsetable, indexed by their reference F r

0 . For any
input target frequency F t

0 , the entry with the smallest dif-
ference |F t

0 − F r
0 | is retrieved and used for the pulse train

5 https://lydoel.gumroad.com
6 https://muwiserver.univie.ac.at/martinetta
7 http://www.variophon.de/vario_e.htm
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Figure 1. PULSE-IT system overview: purple boxes represent data input and output, green are control signal generators
and yellow are DSP blocks.
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Figure 2. Example for selected single-period pulses of a
Bb trumpet stored in the pulsetable oscillator.

generation. In practice, the selected pulse waveform is just
read out element by element from the pulsetable and sent to
the output of the oscillator, without any modification. Only
in case F t

0 ≪ F r
0 , zero padding is applied since there are

not enough elements in the array. Conversely, if F t
0 ≫ F r

0

the pulse waveform is reset to its first element before hav-
ing been read out completely. This can of course lead to
undesirable phase jumps and should be avoided.

Simply put, those single-period pulses are short wave-
form snippets taken from the stable part of single note
recordings. The snippet length is determined by the period
duration of the played tone. Similar to earlier works [16],
we source them from anechoic recordings of the Univer-
sity of Iowa Musical Instrument Samples (MIS) 8 database
[18]. In Fig. 2, we show three pulses extracted from Bb
trumpet tones played at highest intensity (fortissimo). The
bold curves show the pulse shape, the semi-transparent
dashed curves show how the original recording continues
beyond the snippet of interest. For visualization purposes,
we picked notes that are spaced three octaves apart. Rela-
tive to the pulse of Bb3 (F r

0 ≈ 233 Hz, T r
0 ≈ 4.3 ms), Bb4

is only half as long, and Bb5 only a quarter.
As discussed in [11–13], a single-period pulse encodes

the instantaneous spectral envelope, which is strongly cor-
related to the timbre of the resulting tone. Since wind in-
struments commonly exhibit increasing amplitude of upper
harmonics (brightness) with increasing intensity [9,14,19],
we store only pulses corresponding to the highest intensity
of the target instrument inside the pulsetable. The subse-
quent low-pass filter (sixth-order Butterworth with a slope
of 36 dB per octave) is then used to attenuate higher har-
monics, emulating tones with lower intensity. The final

8 https://theremin.music.uiowa.edu/MIS.html

reverb block after the low-pass filter is then used to give a
more believable impression of the instrument being played
within a real acoustic environment (e.g., a concert hall).

2.2 Control Signals for Micro-Modulations

Wind instrument players exert continuous control over
pitch and brightness, with transitions between notes
strongly influenced by their context. In order to mimic ex-
pressive articulations and to achieve believable synthesis
results, subtle fluctuations have to be applied both to the
fundamental frequency F t

0 and the cutoff Fc of the low-
pass filter. The term micro-modulations has been used for
this principle in [13]. Due to space-limitations, we refer to
our accompanying website 1 for examples on how to real-
ize plausible micro-modulations.

2.3 Timbre Transfer (Cross-Synthesis)

Instead of generating artificial control signals for F t
0 and

Fc, they can also be extracted from a source instrument
recording (e.g., trumpet) and applied to a different target
instrument (e.g., clarinet). To this end, we extract con-
trol signals (F0 trajectory, spectral centroid) from mono-
phonic instrument recordings using standard music pro-
cessing tools (e.g., YIN, spectral centroid tracking). The
resulting cross-synthesis timbre transfer is similar to what
DDSP [4] achieves, but without neural audio model train-
ing. This simple structure allows us to isolate and control
expressive parameters more transparently than in black-
box neural systems and even allows for combining ex-
tracted and generated control signals flexibly.

2.4 Results, Examples, and Future Work

We present various audio examples and interactive visu-
alizations on our accompanying website 1 . Key exam-
ples include re-synthesis and cross-synthesis of expres-
sive phrases from corpora like ChoraleBricks [20], URMP
[21], and Bach10 [22]. Furthermore, we include exam-
ples of generated articulations based on symbolic inputs,
that are surprisingly expressive and plausible. Future re-
search directions include perceptual listening tests, integra-
tion into interactive applications (e.g., music education),
extension to other instrument families, and combination
with machine-learning based performance modeling for in-
creased expressivity.
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